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Abstract

Recently, open-domain question answering sys-
tems have begun to rely heavily on annotated
datasets to train neural passage retrievers. How-
ever, manually annotating such datasets is both
difficult and time-consuming, which limits their
availability for less popular languages. In
this work, we experiment with several meth-
ods for automatically collecting weakly la-
beled datasets and show how they affect the
performance of the neural passage retrieval
models. As a result of our work, we pub-
lish the MAUPQA dataset, consisting of nearly
400,000 question-passage pairs for Polish, as
well as the HerBERT-QA neural retriever.

1 Introduction

Open-domain question answering (OpenQA) sys-
tems aim to provide answers to questions from a va-
riety of topics, using a large collection of passages
as a knowledge base. Recently, the development of
such systems has been accelerated by the release
of several large-scale question-passage datasets,
such as MS MARCO (Nguyen et al., 2016), Triv-
iaQA (Joshi et al., 2017), and Natural Questions
(Kwiatkowski et al., 2019, NQ). These datasets en-
abled the training of neural passage retrieval mod-
els (e.g. Dense Passage Retrieval, Karpukhin et al.,
2020), which can select passages from a knowledge
base that are the most likely to contain the answer
to the question.

However, the annotation of such datasets is a
time-consuming and expensive process, which lim-
its their availability for less popular languages
(Rogers et al., 2022). Another limiting factor is
the availability of real questions. Datasets like MS
MARCO or Natural Question consist of real ques-
tions asked by search engine users. For less popular
languages (like Polish), such a source of questions
is not available. This leads to two alternatives: ei-
ther to train a system on a small dataset (which
might not be sufficient for the model to reach its

full potential) or to create a dataset automatically.
The first approach was recently described by Ry-
bak et al. (2022) who published the PolQA dataset
which consists of 7,000 trivia questions and 87,525
manually annotated passages.

In this work, we experiment with the latter ap-
proach and show how different methods for auto-
matic data collection can impact the performance
of the neural passage retrieval models. Our contri-
butions can be summarized as follows:

1. We experiment with several methods for auto-
matically collecting weakly-labeled question-
passage pairs, and show their impact on the
performance of the retrieval models.

2. We publish the MAUPQA dataset consisting
of almost 400,000 question-passage pairs for
Polish.1

3. We release the HerBERT-QA neural retriever,
which achieves the best results on the PolQA
dataset.2

2 Related Work

Weakly-labeled datasets Over the years, many
techniques were developed for the automatic cre-
ation of weakly-labeled datasets. One general idea
is to use a weak model to automatically label the un-
labeled dataset (Lee, 2013). In the case of OpenQA,
either simple lexical models like BM-25 (Robert-
son and Zaragoza, 2009) or more powerful neural
models are used to retrieve relevant passages for
given questions. To further improve the accuracy of
retrieved examples the passages can be filtered out
using cross-encoders (Ren et al., 2021) or answers
(if available, Karpukhin et al., 2020).

However, the above method can only be used
if the source of questions is available. If that is

1https://hf.co/datasets/ipipan/maupqa
2https://hf.co/ipipan/herbert-base-qa-v1
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Dataset Questions Passages Answers Correct Unambiguous Relevant Overall

PolQA 4,591 57,921 5,634 99% 99% 92% 90%

CzyWiesz-v2 29,078 29,078 - 100% 92% 73% 70%
GenGPT3 10,146 10,177 10,146 92% 44% 89% 33%
MKQA 4,036 4,036 4,036 73% 73% 21% 15%
MTNQ 135,781 142,008 - 60% 78% 80% 41%
MFAQ 172,768 178,937 - 81% 84% 55% 43%
Templates 15,993 15,993 14,520 88% 100% 89% 78%
WikiDef 18,093 18,093 18,093 95% 77% 88% 65%

All 385,895 398,322 46,795 76% 82% 69% 46%

Table 1: Basic statistics for all used datasets. All represents the concatenation of all MAUPQA datasets (i.e. without
PolQA). PolQA refers to the training part of the PolQA dataset. PolQA dataset has more answers than questions
since it might contain multiple answer variants for a single question (e.g. 7 and seven). Some datasets don’t have
any answers due to the way they were created.

not the case, then questions can be automatically
created. Either using templates (Fabbri et al., 2020)
or trained models (Lewis et al., 2021).

Another line of work takes advantage of exist-
ing datasets and translates them automatically to
other languages (Lewis et al., 2020). The quality
of the machine translation model directly impacts
the quality of the created dataset (Bonifacio et al.,
2021).

Polish OpenQA datasets Few datasets exist for
Polish OpenQA. The first published dataset for
passage retrieval was the Czy wiesz? dataset (Mar-
cińczuk et al., 2013). It is a collection of 4,721
questions from the Did you know? section on Pol-
ish Wikipedia out of which only 250 questions were
manually labeled with a relevant passage. Rybak
et al. (2020) later annotated an additional 1,070
questions with relevant passages.

The PolQA dataset (Rybak et al., 2022) is a re-
cently introduced dataset for Polish OpenQA. It
consists of 7,000 trivia questions and 87,525 man-
ually annotated passages (both positive and hard-
negative). Even though the number of question-
passage pairs is impressive for a less popular lan-
guage like Polish, the number of unique questions
is still rather limited.

3 MAUPQA Dataset

The MAUPQA dataset consists of seven parts. Four
of them are created from scratch (Czy wiesz?,
GenGPT3, Templates, WikiDef), and the other

three are based on existing resources (MKQA,
MTNQ, MFAQ).

3.1 Quality Assessment

To assess the quality of MAUPQA datasets,
we sample and manually annotate 100 question-
passage pairs for each dataset. Our manual verifi-
cation consists of three aspects:

Correct We check if the question is a valid, gram-
matically correct question written in Polish.

Unambiguous We define that the question is am-
biguous if it cannot be answered without providing
additional information. For example, the question
“Where is the headquarter of the company?” is am-
biguous because it doesn’t specify the name of the
company and thus makes it impossible to answer
the question.

Relevant The final aspect is the relevance of the
passage to the question, i.e. whether the passage
contains the answer to the question.

We also calculate the overall correctness of the
example as the proportion of examples that satisfy
all three of the above aspects. We show the results
of the quality evaluation in the Table 1 together
with the sizes of each dataset.

3.2 Datasets

Below, we describe each of the seven MAUPQA
datasets:



CzyWiesz-v2 Similarly to the original Czy-
wiesz? dataset, we first gather all questions from
the Did you know? section on Polish Wikipedia
together with a link to the relevant Wikipedia ar-
ticle. To select the relevant passage, we score all
passages within this article using a multilingual
cross-encoder (Bonifacio et al., 2021)3 and choose
the one with the highest score. We use a few simple
heuristics to filter out questions regarding images
(e.g. “Who is the famous general in the photo?”).
Additionally, we remove questions from the KLEJ
benchmark test set (Rybak et al., 2020).

The final dataset consists of 29,078 questions.
They are grammatically correct, mostly unambigu-
ous, and have a high rate of relevant passages (73%,
see Table 1). Manual inspection shows that irrel-
evant passages are the result of the cross-encoder
errors. In most cases, the relevant passage exists in
the matching article but it was not selected.

GenGPT3 In the GenGPT3 dataset, we ex-
plore the application of the text-davinci-003 model
(Ouyang et al.) for generating question-answer
pairs based on a given passage. To obtain passages,
we use the Polish subset of CCNet (Wenzek et al.,
2020). These passages turned out to be very diverse,
covering domains such as news, legal, technical,
etc. To guide the model in generating relevant
questions, we use the prompt: Napisz pytanie i
odpowiedź do poniższego paragrafu. Pytanie musi
mieć przynajmniej pięć słów. Odpowiedź może
mieć najwyżej pięć słów (Write a question and an-
swer for the following passage. The question must
be at least five words. The answer can be up to
five words). In addition, we provide two exam-
ples within the prompt to help the model learn to
generate appropriate question-answer pairs.

Through our experiments, we observe that the
generated questions are grammatically correct in
92% of the cases and highly relevant (89% of the
cases). However, we also find that the questions
are often ambiguous, with 56% of them requiring a
contextual understanding of the passage to answer.

MKQA The MKQA (Longpre et al., 2021)
dataset consists of 10,000 questions sampled from
the NQ dataset and manually translated into 25
languages (including Polish). We clean MKQA
dataset by removing questions without answers,
requiring long answers (Why? and How? ques-

3https://hf.co/unicamp-dl/
mMiniLM-L6-v2-mmarco-v2

tions), and ambiguous ones (“Who is the current
president?”). We end up with 4,036 questions.

Since the original dataset doesn’t include match-
ing passages, we use the BM-25 algorithm (Robert-
son and Zaragoza, 2009) to select the top 100 can-
didate passages which we re-rank using a multilin-
gual cross-encoder. In either case, we append the
answer to the query to increase the performance of
the passage retrieval. However, it still proved to be
difficult to retrieve relevant passages and only 21%
of them are correct.

MTNQ To create the machine-translated NQ
dataset (MTNQ) we select all questions with rele-
vant passages from the NQ dataset and split those
passages into sentences. Then, we translate both
questions and sentences into Polish using Allegro4

machine translation model.
Even though the translation model is high quality

(similar to Google Translate), the translations still
contain many errors. Two main reasons are incor-
rectly translating named entities (e.g. movie titles)
and very noisy input (NQ questions are Google
search phrases). It is worth noting that MKQA,
which is a manually translated subset of NQ, also
has a high ratio of ungrammatical questions.

MFAQ The MFAQ dataset (De Bruyn et al.,
2021) contains 234 million multilingual (4 mil-
lion Polish) questions scraped from FAQ websites.
However, many of them are artificially created, e.g.
“What is the best hotel in city?” for hundreds of dif-
ferent cities. To clean the data, we cluster lexically
similar questions and passages and remove clusters
with over 5 questions. Additionally, some of the
questions are not in Polish. We filter them using
the fasttext language-id model (Joulin et al., 2017,
2016).

After filtering, the dataset contains 178,937 pas-
sages, i.e. less than 5% of the original dataset.
This shows the risk of using questions extracted di-
rectly from crawled websites. The cleaned dataset
has rather high quality, in terms of grammatical
correctness, unambiguity, and relevance of pas-
sages. The MFAQ is much more diverse than other
datasets (except for GenGPT3) and contains ques-
tions from a wide range of domains (customer sup-
port, lifestyle, technical, etc.).

Templates We take advantage of the Wikipedia
structure to generate questions using predefined

4https://ml.allegro.tech/

https://hf.co/unicamp-dl/mMiniLM-L6-v2-mmarco-v2
https://hf.co/unicamp-dl/mMiniLM-L6-v2-mmarco-v2
https://ml.allegro.tech/


templates. For example, list pages group together
similar entities (e.g. “Writers born in Poland”)
which allows generating questions like “Where
was Zbigniew Herbert born?”. We also use ta-
bles (e.g. “What is the capital of Poland?”) and
chronologies (e.g. “In which year World War 2
started?”). In total, we use 33 templates to generate
questions. Since each question has a link to the
relevant Wikipedia article, we use the same method
as in the CzyWiesz-v2 dataset to select the most
relevant passage from the relevant article.

Overall, we created 15,993 questions from tem-
plates. They are high quality but the process of cre-
ating templates was surprisingly time-consuming
and took a few hours per template.

WikiDef We use Wiktionary5 to generate ques-
tions based on word definitions. Some definitions
have links to Wikipedia articles which we use to
create the question-passage pairs. For example,
the definition of “Monday” is “the first day of
the week”. Based on it, we generate the question
“What is the name of the first day of the week?”.
Then, we select the first passage from the linked
Wikipedia article as the relevant passage. We re-
move short definitions (less than 5 words) contain-
ing names of 23 predefined “categories“ (e.g. city)
to avoid ambiguous questions (e.g. “What is the
name of a city in Poland?”).

We end up with 18,093 questions asking for
word definitions. This is the least diverse dataset of
all as all questions follow the same template. Even
though we tried to filter unambiguous questions
there are still 23% of them in the final dataset.

4 Evaluation

We use the Tevatron library (Gao et al., 2022) to
train the neural retriever. For each dataset, we fine-
tune the HerBERT Base model (Mroczkowski et al.,
2021) for 2,000 steps, with batch size 128 and learn-
ing rate 10−5. Otherwise, we use default param-
eters. We experimented with training models for
5,000 steps but it didn’t increase the performance.
We use a single hard-negative per question when
training on PolQA dataset. For other datasets, we
only use in-batch random negatives as they don’t
contain hard-negatives.

For evaluation, we use Accuracy@10 (i.e. is
there at least one relevant passage within the top
10 retrieved passages) and NDCG@10 (i.e. score

5https://www.wiktionary.org/

of each relevant passage within the top 10 re-
trieved passages depends descending on its posi-
tion, Järvelin and Kekäläinen (2002)). Each model
is evaluated on the PolQA development dataset. We
use provided Polish Wikipedia dump as a knowl-
edge base.

5 Results

The baseline retriever trained using manually anno-
tated PolQA dataset achieves 60.8% accuracy@10
(see Table 2). Individually, none of the automati-
cally created datasets has a comparable score.

As expected, the best model is MTNQ with an
accuracy of 58.5%. It is the second largest dataset,
similarly to PolQA it contains mostly trivia ques-
tions, and is based on manually labeled question-
passage pairs. Comparably large MFAQ dataset ob-
tains much lower performance (38.7%), probably
due to domain mismatch as otherwise, its quality
is higher than MTNQ.

The MKQA, which is a manually translated sub-
set of NQ dataset achieves surprisingly good results
(51.5%). It is unexpected considering that only
21% of its passages are actually relevant.

The second best result (54.2%) is achieved by
the GenGPT3 dataset. Despite the diverse nature
of the questions from different domains, and the
relatively modest size of the dataset, it exhibits a
remarkable level of quality that allows it to serve
as a reliable source for training a passage retriever.

The third best result (54.1%) is scored by
CzyWiesz-v2 dataset. The other two datasets cre-
ated based on Wikipedia perform much worse, Tem-
plates obtains accuracy of 45.9% and WikiDef only
19.9%. It is also the lowest result of all datasets,
probably due to its low diversity.

None of the datasets is perfect and each of them
has its own disadvantages. However, the retriever
trained on all of them results in better performance
than the manually annotated dataset (61.2% vs
60.8%). If we further fine-tune the retriever pre-
trained on MAUPQA, we obtain the state-of-the-art
result for Polish passage retrieval of 62.7%. We
name this retriever HerBERT-QA and release it
alongside the created datasets.

6 Conclusion

In this work, we present MAUPQA, the largest Pol-
ish QA dataset with almost 400k question-passage
pairs. Even though the dataset is created automati-
cally it achieves competitive results on the Polish

https://www.wiktionary.org/


Dataset Acc@10 NDCG@10

PolQA 60.8% 26.9%

CzyWiesz-v2 54.1% 22.0%
GenGPT3 54.2% 22.1%
MKQA 51.5% 21.6%
MTNQ 58.5% 24.1%
MFAQ 38.7% 14.0%
Templates 45.9% 16.9%
WikiDef 19.9% 7.7%

All 61.2% 25.2%
All → PolQA 62.7% 27.4%

Table 2: Passage retriever performance trained on differ-
ent datasets. We use top-10 accuracy and NDCG@10 on
the PolQA development set. All represents the concate-
nation of all MAUPQA datasets (i.e. without PolQA).
All → PolQA is a model first trained on the MAUPQA
dataset and then fine-tuned on the PolQA dataset.

passage retrieval task and after fine-tuning on the
PolQA dataset sets a new state-of-the-art perfor-
mance.

Each of the seven datasets which make up
MAUPQA has different properties and results in
the vastly different performance of passage retriev-
ers. Thanks to recent advancements of machine
translation models, we recommend translating ex-
isting English datasets as the best way to cheaply
obtain competitive QA datasets. Otherwise, gener-
ating questions using GPT-3 model proves to work
well and can be applied to multiple different do-
mains (for which there might not be an English
dataset). If a set of questions already exists for a
given language, then using pseudo-labeling also
results in a surprisingly good dataset. However, to
get the best performance, it is useful to combine
multiple different datasets.

We believe our work will benefit the Polish
NLP community, both by publishing a MAUPQA
dataset, as well as the state-of-the-art passage re-
trieval model. Our study also lays a path for other
languages on how to construct similar datasets.

Limitations

The MAUPQA dataset focuses only on the Polish
language and the drawn conclusions might not hold
for other languages. For example, the format of
sentences in the Did you know? section of Polish

Wikipedia makes it very easy to transform them
into questions. This is not the case for other lan-
guages. Some of them don’t even have the Did you
know? section.

Except for choosing the number of training steps
(2,000 or 5,000), we didn’t perform any additional
hyper-parameter search and used the default Teva-
tron values. We also tested only one encoder ar-
chitecture (HerBERT Base). The results for other
setups might be different.

Except for GenGPT3 and MFAQ, all datasets
(including the evaluation dataset) use Wikipedia as
a knowledge base. This might negatively impact
the perceived performance of the retrievers trained
on GenGPT3 and MFAQ. We suspect that those
retrievers might generalize better to other domains
but there are no Polish QA datasets on which we
could have tested it.
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